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Risk Models 
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1st part of the exam 

Time allowed: 2 hours 

 

 

 

 

Instructions: 

1. This paper contains 6 questions and comprises 3 pages including the title page. 
2. Enter all requested details on the cover sheet. 
3. You have 10 minutes of reading time. You must not start writing your answers until 

instructed to do so. 
4. Number the pages of the paper where you are going to write your answers. 
5. Attempt all questions. 
6. Begin your answer to each of the questions on a new page. 
7. Marks are shown in brackets. Total marks: 140. 
8. Show calculations where appropriate. 
9. An approved calculator may be used. 
10.  The distributed formulary and the Formulae and Tables for Actuarial Examinations (the 

2002 edition) may be used. Note that the parametrization used for the different 
distributions is that of the distributed formulary. 



1. An insurance company employs agents on a commission basis. It claims that in their first-year 
agents will earn a mean commission of at least $40,000. In a random sample of nine agents we 
observed, for commission in the first year,  ∑ 𝑥௜

ଽ
௜ୀଵ = 333 and ∑ (𝑥௜ − 𝑥̅)ଶଽ

௜ୀଵ = 312 where 𝑥௜ is 
measured in thousands of dollars. We assume that the population distribution is normal.  

a. [5] Test, at the 5% level, the null hypothesis that the population mean is at least 40 
thousand US$. 

b. [5] Test, at the 5% level, the hypothesis that the population standard deviation is no 
more than 6 thousand US$ 

c. [5] Compute a 95% confidence interval for the population mean. 
 
2. You are given the following information from a random sample of claims (in a given monetary 

unit) 
Claim size (0 ; 1] (1 ; 2.5] (2.5 ; 10] (10 ; 20] (20 ; 50] (50;  ∞) Total 

Nº of claims 5 15 25 𝑎 3 0 𝑛 

You also know that 𝐹௡(12) = 16/21. 
a. [10] Calculate 𝑎 and 𝑛. Note: If and only if you are unable to answer this question you can 

use  𝑛 = 65 (which is not the correct answer) in the next questions.  
b. [10] Estimate the survival function at 10 and compute a 95% asymptotic confidence interval 

for 𝑆(10). 
c. [5] Estimate the probability that a claim is greater than 10 given that it is greater than 1. 

 
 
3. From a population having density function 𝑓 you are given the following sample (2,3,5,3,7,5).  

a. [15] Calculate the kernel density estimate of 𝑓(6) using the kernel 𝑘௬(𝑥) = ቀ
ଷ

ଷଶ
ቁ (4 − (𝑥 − 𝑦)ଶ),      

𝑦 − 2 < 𝑥 < 𝑦 + 2. 
b. [5] Write the corresponding kernel function that should be used to estimate 𝐹(5). Note that only 

the kernel is required. No need to estimate 𝐹(5). 
 
 
4. [15] Let 𝑋 be a population with distribution function given by 𝐹(𝑥) = 1 −

ఏ

௫
, 𝑥 > 𝜃, 𝜃 > 0. A sample of 

20 losses resulted in the following 
Interval 𝑥 ≤ 10 10 < 𝑥 ≤ 25 𝑥 > 25 

Nº of claims 9 6 5 

 
Calculate the maximum likelihood estimate for 𝜃. 

 
 
5. You are given a random sample with 𝑛 = 50 observations from a binomial population with parameters 3 

and 𝜃 , i.e.  𝑓௑(𝑥|𝜃) =
ଷ!

௫!(ଷି௫)!
𝜃௫(1 − 𝜃)ଷି௫ , 𝑥 = 0, 1,2,3 and 0 < 𝜃 < 1, where 𝜃 is an unknown 

parameter.  
You also know that 𝑡 = ∑ 𝑥௜

௡
௜ୀଵ = 15.  

a. [10] Show that 𝜃෠ =
௑ത

ଷ
 is the maximum likelihood estimator for 𝜃. 

b. [10] Is 𝜃෠ an UMVUE estimator for 𝜃? Justify. 
c. [5] Using the asymptotic distribution of the maximum likelihood estimator, obtain a 95% 

confidence interval for 𝜃. 
 



 
d. Now estimate 𝜃 using a Bayesian framework and choosing  𝜋(𝜃) = 1, 0 < 𝜃 < 1, as the prior. 

i. [5] Is the prior an improper distribution? Justify 
ii. [15] Obtain the posterior and also obtain a point estimate for 𝜃 using a 0-1 loss 

function. Comment. 
iii. [10] What is your estimate for the probability that the next observation’s value is 0? 

 
6. [10] You are given the following random sample (0.65, 1.20, 1.61, 1.98, 2.30). Using the Kolmogorov-

Smirnov test, test if it is acceptable to consider that the distribution function of the population is given 
by a Burr with parameters 2, 2 and 3, i.e. 𝐹(𝑥) = 1 −

଺ସ

(଼ା௫య)మ,  𝑥 ≥ 0. 

 
  



Solutions 

1. 
a. 
𝐻଴: 𝜇 ≥ 40  against  𝐻ଵ: 𝜇 < 40 

Test Statistic: 𝑇 =  
(௑തିସ଴)

ೄ

య

 ~𝑡(8) 

𝑇௢௕௦ =
ଷଷଷ/ଽିସ଴

ඥయభమ/ఴ

య

= -1.44115  p-value= 𝑃(𝑇 < 𝑇௢௕௦) = 0.094 

As the p-value is greater than the significance level we do not reject the null and consequently we 
have not enough statistical evidence to reject the claim. 
 
b. 
𝐻଴: 𝜎ଶ ≤ 6ଶ  against  𝐻ଵ: 𝜎ଶ > 6ଶ  

Test Statistic: 𝑄 =
଼ ௌమ

ଷ଺
~𝜒ଶ(8) 

𝑄௢௕௦ =
଼×(

యభమ

ఴ
)

ଷ଺
= 8.6667  p-value= 𝑃(𝑄 > 𝑄௢௕௦) = 0.371 

As the p-value is greater than the significance level we do not reject the null and consequently we 
have not enough statistical evidence to reject that the population’s standard deviation is smaller 
than or equal to $6000. 
 
c. 

Pivotal Quantity: : 𝑇 =
௑തିఓ

ೄ

య

~𝑡(8)  𝑡ఈ/ଶ = 2.306 

The 95% CI is then ( 32.20; 41.80    )  ଷଷଷ

ଽ
± 2.306 

ඥଷଵଶ/଼

ଷ
 

 
 
 
2.  
a. 
We know that 𝑛 = 48 + 𝑎 
Using the ogive, 𝐹௡(12) = 𝐹௡(10) +

ଶ

ଵ଴
 ൫𝐹௡(20) − 𝐹௡(10)൯ =

ସହ

௡
+

ଶ

ଵ଴
 ቀ

ସହା௔

௡
−

ସହ

௡
ቁ =

ସହ଴ାଶ௔

ଵ଴ ௡
 

Then we must solve the system 

൝
𝑛 = 48 + 𝑎

450 + 2𝑎

10 𝑛
=

16

21

⟺ ൝
𝑎 = 𝑛 − 48

450 + 2𝑛 − 96

10 𝑛
=

16

21

⟺ ቄ
𝑎 = 𝑛 − 48

354 × 21 + 42𝑛 = 160𝑛
⟺ ൝

𝑎 = 𝑛 − 48

𝑛 =
7434

118
= 63

 

Getting 𝑛 = 63 and 𝑎 = 15. 
 
b. 

𝑆௡
෢(10) =

଺ଷିସହ

଺ଷ
=

ଵ଼

଺ଷ
          𝑣𝑎𝑟ෞ ቀ𝑆௡

෢(10)ቁ =
ቀ

భఴ

లయ
ቁ×ቀଵି

భఴ

లయ
ቁ

଺ଷ
=

଼ଵ଴

ଶହ଴଴ସ଻
= 0.00324 

The 95% CI is then given by ଵ଼

଺ଷ
± 1.96 √0.00324 and we obtain (0.1742; 0.3973) 

 
c. 
𝑃(𝑋 > 10|𝑋 > 1) =

௉(௑வଵ଴)

௉(௑வଵ)
=

ௌ(ଵ଴)

ௌ(ଵ)
  

Then, the estimate is 
𝑃෠(𝑋 > 10|𝑋 > 1) =

ௌ೙(ଵ଴)

ௌ೙(ଵ)
=

ଵ଼

ହ଼
= 0.310345  

 
 



 
 
3.  
a. 

𝑓መ(6) =
1

6
 𝑘ଶ(6) +

2

6
 𝑘ଷ(6) +

2

6
 𝑘ହ(6) +

1

6
 𝑘଻(6) 

𝑓መ(6) =
1

6
 × 0 +

2

6
 × 0 +

2

6
 ൬

3

32
൰ (4 − (6 − 5)ଶ) +

1

6
 ൬

3

32
൰ (4 − (6 − 7)ଶ) =

3

32
+

3

64
=

9

64
= 0.1406 

 
b. 
The kernel will be given by the corresponding distribution function 

𝐾௬(𝑥) = ቐ

0 𝑥 < 𝑦 − 2

∫ 𝑘௬(𝑡) 𝑑𝑡
௫

௬ିଶ
𝑦 − 2 ≤ 𝑥 < 𝑦 + 2

1 𝑥 ≥ 𝑦 + 2

  

 

             = ቐ

0 𝑥 < 𝑦 − 2

ቀ
ଵ

ଷଶ
ቁ (12(𝑥 − 𝑦) − (𝑥 − 𝑦)ଷ + 16) 𝑦 − 2 ≤ 𝑥 < 𝑦 + 2

1 𝑥 ≥ 𝑦 + 2

 

 
As 

න 𝑘௬(𝑡) 𝑑𝑡
௫

௬ିଶ

= න ൬
3

32
൰ (4 − (𝑡 − 𝑦)ଶ) 𝑑𝑡

௫

௬ିଶ

= ൬
3

32
൰ ൭4𝑡 −

(𝑡 − 𝑦)ଷ

3
቉

௬ିଶ

௫

= ൬
3

32
൰ ൭ቆ4𝑥 −

(𝑥 − 𝑦)ଷ

3
ቇ − ቆ4(𝑦 − 2) −

(𝑦 − 2 − 𝑦)ଷ

3
ቇ൱

= ൬
3

32
൰ ቆ4𝑥 −

(𝑥 − 𝑦)ଷ

3
− 4𝑦 + 8 −

8

3
ቇ = ൬

1

32
൰ (12(𝑥 − 𝑦) − (𝑥 − 𝑦)ଷ + 16) 

 
 
4.  
Let 𝑘 be the number of intervals (𝑘 = 3) and let us consider that interval 𝑗 is limited by 𝑐௝ିଵ and 𝑐௝ and that 
it includes 𝑛௝ observations. Let us define 𝑐଴ = 𝜃 (then 𝐹(𝑐଴) = 0) and 𝑐௞ = ∞ (then 𝐹(𝑐௞) = 1). 

ℓ(𝜃) = ∑ 𝑛௝ ln ቀ𝐹൫𝑐௝൯ − 𝐹൫𝑐௝ିଵ൯ቁ௞
௝ୀଵ = 𝑛ଵ ln 𝐹(𝑐ଵ) + ∑ 𝑛௝ ln ൬

ఏ

௖ೕషభ
−

ఏ

௖ೕ
൰௞ିଵ

௝ୀଶ + 𝑛௞ ln൫1 − 𝐹(𝑐௞ିଵ)൯  

= 𝑛ଵ ln ቀ1 −
ఏ

௖భ
ቁ + ∑ 𝑛௝ ln ൬

ఏ ൫௖ೕି௖ೕషభ൯

௖ೕషభ ௖ೕ
൰௞ିଵ

௝ୀଶ + 𝑛௞ ln ቀ
ఏ

௖ೖషభ
ቁ  

= 𝑛ଵ ln ቀ1 −
ఏ

௖భ
ቁ + ∑ 𝑛௝ ൫ln 𝜃 + ln൫𝑐௝ − 𝑐௝ିଵ൯ − ln൫𝑐௝ିଵ 𝑐௝൯൯௞ିଵ

௝ୀଶ + 𝑛௞(ln 𝜃 − ln 𝑐௞ିଵ)  

Then 
 

ℓᇱ(𝜃) = 𝑛ଵ
(ିଵ)

(௖భିఏ)
+ ∑

௡ೕ 

ఏ
௞ିଵ
௝ୀଶ +

௡ೖ

ఏ
= − 

௡భ

௖భିఏ
+

௡ି௡భ

ఏ
  

 
ℓᇱ(𝜃) = 0 ⟺  

௡భ

௖భିఏ
=

௡ି௡భ

ఏ
⟺

௖భିఏ

ఏ
=

௡భ

௡ି௡భ
 ⟺ ௖భ

ఏ
=

௡భ

௡ି௡భ
+ 1 ⟺ 𝜃 =

௖భ(௡ି௡భ)

௡
 

 
As 
ℓ′ᇱ(𝜃) = − 

௡భ

(௖భିఏ)మ −
௡ି௡భ

ఏమ  <0 

The ml estimate is 𝜃෠ =
௖భ(௡ି௡భ)

௡
=

ଵ଴×ଵଵ

ଶ଴
=

ଵଵ

ଶ
 

 
 



 
5. 

a.  
 ℓ(𝜃) = ∑ ln ቀ

ଷ!

௫೔!(ଷି௫೔)!
𝜃௫೔(1 − 𝜃)ଷି௫೔ቁ௡

௜ୀଵ  

           = ∑ (ln(3!) − ln( 𝑥௜!) − ln( (3 − 𝑥௜)!) +𝑥௜ ln 𝜃 + (3 − 𝑥௜) ln(1 − 𝜃))௡
௜ୀଵ   

 
 ℓᇱ(𝜃) = ∑ ቀ

௫೔

ఏ
−

ଷି௫೔

ଵିఏ
ቁ௡

௜ୀଵ =
௧

ఏ
−

ଷ௡ି௧

ଵିఏ
 

ℓᇱ(𝜃) = 0 ⇔
௧

ఏ
=

ଷ௡ି௧

ଵିఏ
⇔

ଵିఏ

ఏ
=

ଷ௡ି௧

௧
⇔

ଵ

ఏ
=

ଷ௡

௧
⇔ 𝜃 =

௧

ଷ௡
=

௫̅

ଷ
  

As  ℓᇱᇱ(𝜃) = −
௧

ఏమ −
ଷ௡ି௧

(ଵିఏ)మ < 0, the maximum likelihood estimator will be 𝜃෠ =
௑ത

ଷ
. 

 
b. 

As 𝐸൫𝜃෠൯ = 𝐸 ቀ
௑ത

ଷ
ቁ =

ா(௑)

ଷ
=

ଷఏ

ଷ
= 𝜃, 𝜃෠ is an unbiased estimator for 𝜃. 

𝑣𝑎𝑟൫𝜃෠൯ = 𝑣𝑎𝑟 ቀ
௑ത

ଷ
ቁ =

௩௔௥(௑ത)

ଽ
=

௩௔௥(௑)

ଽ௡
=

ଷఏ(ଵିఏ)

ଽ௡
=

ఏ(ଵିఏ)

ଷ௡
  

Fisher’s information quantity is 

𝐼௑భ,௑మ,…,௑೙
(𝜃) = −𝐸(ℓᇱᇱ(𝜃|𝑋ଵ, 𝑋ଶ, … , 𝑋௡) = −𝐸 ቀ−

∑ ௑೔
೙
೔సభ

ఏమ −
ଷ௡ି∑ ௑೔

೙
೔సభ

(ଵିఏ)మ ቁ =
ଷ௡

ఏమ +
ଷ௡ିଷ௡

(ଵିఏ)మ      

                         = ଷ௡

ఏ
+

ଷ௡

ଵିఏ
=

ଷ௡

ఏ (ଵିఏ)
, 

And then Cramer-Rao lower bound is equal to  𝐼௑భ,௑మ,…,௑೙
(𝜃)ିଵ =

ఏ (ଵିఏ)

ଷ௡
  . 

As the maximum likelihood estimator is unbiased and its variance is equal to Cramer-Rao lower bound it is 
an UMVUE estimator for 𝜃. 
 
c. 

The 95% asymptotic confidence interval is given by 𝜃෠ ± 1.96 ට𝑣𝑎𝑟ෞ (𝜃෠) = 0.1 ± 1.96 ට
଴.ଵ×଴.ଽ

ଵହ଴
, i.e.   

(0.052; 0.148) 
 
d. 
i. 
No, the prior is a proper distribution as ∫ 𝜋(𝜃) 𝑑𝜃

ଵ

଴
= 1. 

ii. 
𝜋(𝜃) = 1, 0 < 𝜃 < 1 
𝐿(𝜃) = ∏

ଷ!

௫೔!(ଷି௫೔)!
𝜃௫೔(1 − 𝜃)ଷି௫೔௡

௜ୀଵ ∝ ∏ 𝜃௫೔(1 − 𝜃)ଷି௫೔௡
௜ୀଵ =𝜃௧(1 − 𝜃)ଷ௡ି௧, 0 < 𝜃 < 1 

𝜋(𝜃|𝒙) ∝ 𝜃௧(1 − 𝜃)ଷ௡ି௧, 0 < 𝜃 < 1 
The posterior is then a beta distribution with parameters 𝑡 + 1 and 3𝑛 − 𝑡 + 1, i.e. 16 and 136. 
The point estimate against a 0-1 loss function is the mode of the posterior and then we will obtain the 
same estimate as we obtained using maximum likelihood. 
iii. 
Let us denote the next observation by 𝑌. 
𝑓௒(𝑦) = ∫ 𝑓௑(𝑦|𝜃) 𝜋(𝜃|𝒙) 𝑑𝜃

ଵ

଴
= ∫

ଷ!

௬!(ଷି௬)!
𝜃௬(1 − 𝜃)ଷି௬  

୻(ଷ௡ାଶ)

୻(௧ାଵ) ୻(ଷ௡ି௧ାଵ)
𝜃௧(1 − 𝜃)ଷ௡ି௧ 𝑑𝜃

ଵ

଴
  

𝑓௒(𝑦) =
ଷ!

௬!(ଷି௬)!
 

୻(ଷ௡ାଶ)

୻(௧ାଵ) ୻(ଷ௡ି௧ାଵ)
∫  𝜃௧ା௬(1 − 𝜃)ଷ௡ି௧ାଷି௬ 𝑑𝜃

ଵ

଴
  

 
As  𝜃௧ା௬(1 − 𝜃)ଷ௡ି௧ାଷି௬ is the core of a beta distribution we can easily compute the integral: 

∫  𝜃௧ା௬(1 − 𝜃)ଷ௡ି௧ାଷି௬ 𝑑𝜃
ଵ

଴
=

୻(௧ା௬ାଵ) ୻(ଷ௡ି௧ି௬ାସ)

୻(ଷ௡ାଷ)
∫  

୻(ଷ௡ାହ)

୻(௧ା௬ାଵ) ୻(ଷ௡ି௧ି௬ାସ)
 𝜃௧ା௬(1 − 𝜃)ଷ௡ି௧ାଷି௬ 𝑑𝜃

ଵ

଴
  

                                                     = ୻(௧ା௬ାଵ) ୻(ଷ௡ି௧ି௬ାସ)

୻(ଷ௡ାହ)
  

 



And then  
 

𝑓௒(𝑦) =
ଷ!

௬!(ଷି௬)!
 

୻(ଷ௡ାଶ)

୻(௧ାଵ) ୻(ଷ௡ି௧ାଵ)

୻(௧ା௬ାଵ) ୻(ଷ௡ି௧ି௬ାସ)

୻(ଷ௡ାହ)
, 𝑦 = 0, 1,2,3 

So 

𝑓௒(0) =  
Γ(3𝑛 + 2)

Γ(𝑡 + 1) Γ(3𝑛 − 𝑡 + 1)

Γ(𝑡 + 1) Γ(3𝑛 − 𝑡 + 4)

Γ(3𝑛 + 5)
=

(3𝑛 − 𝑡 + 3)(3𝑛 − 𝑡 + 2)(3𝑛 − 𝑡 + 1)

(3n + 4) (3n + 3) (3n + 2)

=
138 × 137 × 136

154 × 153 × 152
= 0.7179 

 
 
 
6. 
𝐻଴: 𝐹(𝑥) = 1 −

଺ସ

(଼ା௫య)మ ,  𝑥 ≥ 0 against 𝐻ଵ: 𝐻଴ is false 

  
𝑥௜ 𝐹(𝑥௜) 𝑖 − 1

𝑛
 

𝑖

𝑛
 𝐷௜ = max (𝐷௜

ି, 𝐷௜
ା) 

0.65 0.065 0 0.2 0.135 

1.20 0.324 0.2 0.4 0.124 

1.61 0.568 0.4 0.6 0.168 

1.98 0.742 0.6 0.8 0.142 

2.30 0.843 0.8 1 0.157 

   
𝐷 = max(𝐷௜) = 0.168    Critical asymptotic value (𝛼 = 0.05) =

ଵ.ଷ଺

√ହ
= 0.6082 

We do not reject the null as the statistical evidence is not strong enough to reject the null. 
 
 
 


